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CSmoothing: a web-tool for controlled smoothing by segments
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ABSTRACT
CSmoothing allows an analyst to use the so-called Controlled Smoothing
technique to estimate trends in a time series framework. In this Web-tool
(Shiny), the analyst may apply the methodology to at most 3 mortality
time series simultaneously, as well as to other kind of time series individu-
ally. Likewise, this smoothing approach allows the analyst to establish one,
two or three segments in order to take into account possible changes in
variance regimes. For estimating trends it uses different amounts of
smoothness, both globally for the total data set and through some partial
indices for each selected segment. It is also possible to endogenously fix
the points where the segments start and end (the cutoff points) with con-
tinuous joints. Additionally, intervals of different standard deviations for
their respective trends are given. Particular emphasis is placed on a big
data set of log mortality rates, log(qx), taken from period life tables of the
Human Mortality Database (HMD) (University of California Berkeley (USA)
and and Max Planck Institute for Demographic Research (Germany)),
2021). In all cases, dynamic graphs and several statistics related to the
Controlled Smoothing technique are illustrated.
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1. Introduction

In a time series framework, one basic objective is to identify underlying trends in a data set being
analyzed. In fact, this objective can be thought as a first step in descriptive terms when applying
smoothing techniques. Sometimes it is important to have a clear perspective of the trend without
the effect of extreme observations. This is a key point to facilitate decision-making in several con-
texts, for example in epidemiology as well as in demography. For this purpose, the proposal of
Guerrero and Silva (2015) provides a non-parametric alternative. Likewise, it is well-known that
data smoothing can be done using parametric or non-parametric methods (Bowman and Evers
2013). The last strategy is more flexible, in the sense that it does not require verifying distribu-
tional assumptions and it is more robust. In accordance with Hyndman (2008), among the non-
parametric techniques are: Density estimation, Kernel regression, Additive models, Functional
data analysis and Splines.

In particular, we will briefly mention Splines and some of its extensions available in the soft-
ware environment R (R Core Team 2021) since it is a tool frequently applied in the time series
context. In addition, the aforementioned statistical method Guerrero and Silva (2015), and its
implementation (CSmoothing) is presented through a Web-tool, also so-called Shiny (Chang
et al. 2017). With this approach, the analyst can control and measure the induced smoothness on
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a data set through indices, both globally and by segments, as well as generate estimation intervals.
It should be noted that CSmoothing is more than a graph maker, because it estimates trends
through a statistical method that provides measures of statistical performance.

CSmoothing uses one, two or three smoothness indices corresponding to the number of seg-
ments chosen, as well as a global smoothness index. The beginning and ending of every segment
can be established exogenously in accordance with the potential existence of different variability
regimes or any other theoretical information as well. CSmoothing is based on the Hodrick-
Prescott (HP) filter (Hodrick and Prescott 1997), and, it could be decoded as an extension of the
original proposal of Guerrero (2008). In general, the indices depend on a smoothing parameter k
and the time series size N.

Controlled Smoothing, as a non-parametric technique, has several advantages. For instance, it
allows getting estimation intervals of trends, with plus or minus a certain number of standard
deviations (sd) chosen by the analyst (±1, ±2, ±3). There are also no distributional assumptions,
so that their verification is not required when producing estimates. For the estimated trend that
covers more than one segment, the method provides continuity, even when there is a markedly
different variance throughout the data range, that is, the joints of the estimated trend are con-
tinuous. Thereby, this tool is ideal for making valid comparisons between trend estimates having
the same smoothing indices.

CSmoothing is a user-friendly Web-tool based on the RStudio language (RStudio Team 2021)
for smoothing by segments, without needing to use any additional code in that environment.
Thus, our approach is such that the analyst can use it via any device with an internet connection,
independently of the operating system. It is worth mentioning that the potential benefits of this
kind of tools have been explored previously by employing them in both demographic research
and higher demographic education (Devedzic and Deved�zi�c 2003, 2010). Additionally, we believe
that this Web-tool is in line with the huge need to develop new tools that facilitate the implemen-
tation and understanding of different analysis in the digital era. This is particularly due to the
fact that data sets in demography are currently showing an outstanding growth, such as it has
been pointed out by Alburez-Gutierrez et al. (2019).

Nowadays, there are several web-tools focused on mortality. One of them, published online by
the New Zealand Ministry of Health (2021), is a Mortality web-tool (https://minhealthnz.shi-
nyapps.io/mortality-web-tool/). In this tool, domestic mortality and demographic data from 1948
through 2019 is available by selected causes. Other web-tool consists in quantifying potential
gains in life expectancy for selected neighborhoods in Baltimore, given public health interventions
(Chandran et al. 2021). There are also other web-tools to provide estimates in order to analyze
specific causes of death such as Cancer (Rosenberg, Check, and Anderson 2014) and COVID-19
(Das, Mishra, and Gopalan 2020 and Noll et al. 2020).

We believe that CSmoothing has advantages over the aforementioned web-tools, in terms of a
global mortality estimates over time. In particular, with data taken from the HMD, CSmoothing
presents significant diversity of countries and time periods, allowing the possibility of comparing
them and offering also the possibility of using it with own data. It also makes it possible to apply
a statistical method to measure and control the smoothing by segments to estimate mortality
rates, life expectancies, confidence intervals and so on. Additionally, two alternatives for analyzing
data sets, as exposed below, could be considered an asset.

There are statistics that allow to quantify the standard error generated as a companion of an
estimate in CSmoothing. Those statistics provide a guide for the analyst when facing the need to
segment or not the series of interest, in order to obtain a better estimate. When mortality rates
are employed, the life expectancy at birth and its interval is also provided for every data set.
Given the estimation intervals associated to the estimated trend, a coverage percentage is sug-
gested to decide the percentage of smoothness that goes hand in hand with the selected smooth-
ing parameter(s).
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This document is organized as follows. In the following section, general concepts of Splines
and their extensions available in R, considered as a smoothing method, are explained. Then, the
Controlled Smoothing method for one and two segments and without loss of generality for 3 or
more segments, is exposited. Next, CSmoothing is exemplified with data sets taken from the
Human Mortality Database (HMD) (University of California Berkeley (USA) and and Max
Planck Institute for Demographic Research (Germany)), 2021). Finally, main conclusions
are presented.

2. Splines and their extensions in R

According to Wold (1974) Spline functions can be seen as piecewise polynomials with continuity
conditions. As a particular case, the Cubic Spline is a set of third degree polynomials generated
from a set of points. Hence, both of them can be used with several advantages instead of other
functions to smooth data sets. A Splines extension for smoothing can be represented by B-Splines
(De Boor 1978). Let us consider a B-Spline function of degree q and let x ¼ (x0, x1, :::, xn) be a
vector of equally spaced knots, so that

Bi, 1 xð Þ ¼ 1 for x 2 x1, xiþ1Þ
0 otherwise

�
(1)

and

Bi, qþ1 xð Þ ¼ x� xi
xiþq � xi

Bi, q xð Þ þ xiþqþ1 � x

xiþqþ1 � xiþ1
Biþ1, q xð Þ (2)

where Bi, qþ1 xð Þ > 0 for xi � x � xiþkþ1 and Bi, qþ1 xð Þ ¼ 0 for x0 � x � xi and xiþkþ1 � x �
xnþkþ1: Now let us consider a set of B-Splines that form a basis and act as predictors in a regres-
sion model. Given m pairs of observations (xi, yi) to estimate the regression of y on x by Least
Squares the P-Spline method reduces the number of Splines by placing a smoothness penalty on
the differences of coefficients for adjacent B-Splines (Eilers and Marx 1996). This approach seeks
to minimize the function

F ¼
Xm
i¼1

yi �
Xn
j¼1

ajBj, q xið Þ
( )2

þ k
Xn
j¼kþ1

D2aj
� �2

(3)

where p is the number of B-Splines, the aj0s are constant coefficients and the Bj, q xð Þ form a basis
of degree q. Likewise, the parameter k trades off fit against smoothness induced by the second
order difference D2aj¼ aj� 2aj�1þ aj�2:

Nowadays, there are different packages in R that can be used for non-parametric smoothing
(Perperoglou et al. 2019), where reference is made to functions for modeling with Splines in the
regression framework. Some of their features are given to provide an overview of the most widely
used Spline-based techniques and their implementation in R. Additionally, the MortalitySmooth
library (Camarda 2012) is notable for smoothing through P-Splines with mortality data, which is
the type of information with which our Shiny is exemplified. Unlike previous libraries,
CSmoothing allows the analyst to smooth a time series in a controlled way, both for one, two or
more segments, generate estimation intervals, impose the beginning and end of segments and
have a standard error measurement when considering different possibilities of smoothing.

A distinctive aspect of the above methods with respect to Controlled Smoothing, is the way of
choosing the smoothing parameter k. In general, for the aforementioned methods, the optimal
value of k is found trough automatic criteria such as: Akaike information criterion, cross-valid-
ation, generalized cross-validation or Bayesian information criterion. In contrast, with
CSmoothing there is no optimality criterion for the smoothing parameter, but it is the analyst
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judgment that leads to the selection of k that makes sense for descriptive and/or comparabil-
ity purposes.

In the mortality framework, we advise to employ the approach of fixing a global smoothness
index of 100S% ¼ 75%, such as it is exposited in sec. 4. We notice that, with this Shiny the esti-
mated trends obtained with a pure statistical criterion are equivalent to fit mortality curves in
demography. Besides, the smoothness achieved when the k value is chosen through automatic cri-
teria can also be measured (Cort�es-Toto, Guerrero, and Reyes 2017). In such cases it is evidenced
that the smoothness induced in the estimates are beyond the analyst’s decision. On other hand, it
is clear that when using automatic criteria with mortality data, the resulting k values generate
trends that typically lack of demographic sense and comparability (Silva and Ovin 2018).

3. Controlled smoothing methods

3.1. One segment

Let us assume that the observed data can be expressed as a signal plus noise model (Guerrero
2008) that is, yi ¼ si þ gi, where sif g is the trend (or signal) and gif g is the noise of yif g, for
i ¼ 1, 2, :::,N: The target is to estimate the underlying trend by solving the following problem

Min sif g
XN
i¼1

1
r21

yi � sið Þ2 þ
XN
i¼3

1
r20

r2si
� �2( )

(4)

where r21 is the variance of the deviation in relation to trend yi � sif g and r20 is the variance of

the differenced trend r2si
� �

, with r2si ¼ si � 2si�1 þ si�2: The ratio of variances k ¼ r21=r
2
0 is

the smoothing parameter which is used to balance the smoothness of the trend against its fidelity
to the original data. It should be noticed that when k ! 1, the trend approaches a first degree
polynomial, and as k ! 0, it gets closer to the original data.

When solving the minimization problem (4) we obtain the HP filter for the entire range of
observations (i ¼ 1, 2, :::,N). Using a statistical model or performing formal statistical inference
is not required in this context; thus, instead of estimating the k parameter through a statistical
procedure, its value is calibrated, and this is the most important practical decision that needs to
be made when using this method. The approach proposed by Guerrero (2008), through
Generalized Least Squares (GLS), is applied to solve (4). Then, it can be shown that the Best
Linear Unbiased Estimator (BLUE) for the trend and its variance are given byand

ŝ ¼ IN þ kK0Kð Þ�1y (5)

C ¼ Var ŝð Þ ¼ r�2
g IN þ r�2

e K0K
� ��1

(6)

where IN is the N-dimensional identity matrix and K is an N � 2ð Þ � N matrix that represents
the matrix difference operator r2, whose i, j� th entry is the binomial coefficient

K i, jð Þ ¼ �1ð Þ2þi�j2!
j� ið Þ! 2� jþ ið Þ!

for i ¼ 1, 2, :::,N � 2 and j ¼ 1, 2, :::,N, with K i, jð Þ ¼ 0 if j < i or j > 2þ i: Further, it is pro-
posed to use the following index that lets the analyst to control the smoothness level

S k;Nð Þ ¼ 1� tr½ IN þ kK0Kð Þ�1�=N (7)

where tr is the trace function. It is worth mentioning that this bounded index depends only on
the values k and N, since the matrix K is a function of these two values. Likewise, it is clear that
S k;Nð Þ ! 0 as k ! 0 and S k;Nð Þ ! 1 as k ! 1. Thereby, this index can be interpreted as the
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proportion of smoothness achieved with this technique. It is important to keep in mind that the
amount of smoothness that can be attained globally is bounded by 1� 2=N as k ! 1. This fact
is because the trace that appears in S can be written in terms of the N � 2 non-zero eigenvalues

of K’K, that is, e1, :::, eN�2 > 0, as tr IN þ kK 0Kð Þ�1 ¼ ð1þ ke1Þ�1þ … þ ð1þ keN�2Þ�1 þ 2 so
that the trace tends to 2 as k ! 1.

3.2. Two or more segments

Sometimes the trend changes due to changes in the variance of the series, a fact reflected in the
smoothness of the trend. Thus, an extension of the minimization problem (4) allows for different
trend behaviors for segments of the data range, which are in turn linked to different variances,
one for each regime. In this case, we pose a minimization problem that accounts for different
trends in adjacent segments and hence different k values must be calibrated. For simplicity, we
present the method for the case of just two segments, which can easily be generalized to more
than two segments (see for details Guerrero and Silva 2015). The two-segment problem is formu-
lated as follows

Min sif g
XN1

i¼1

1
r21

yi � sið Þ2 þ
XN

i¼N1þ1

1
r22

yi � sið Þ2 þ
XN
i¼3

1
r20

r2si
� �28<

:
9=
; (8)

where r21 and r22 are the variances of the first and second data segments, with N1 and N2 ¼
N � N1 observations, respectively; yif g are the observed mortality rates and sif g is the trend.
The unobservable component model that underlies the minimization problem posed by (8) can
be written as follows,

yi ¼ si þ g1, i with g1, i � 0,r21
� �

for i ¼ 1, 2, :::,N1 (9)

yi ¼ si þ g2, i with g2, i � 0,r22
� �

for i ¼ N1 þ 1, :::, N (10)

r2si ¼ ei with ei � 0,r20
� �

for i ¼ 3, :::,N (11)

where we write g � ð0, r2gÞ to say that the random variable g has mean 0 and variance r2g: The
sequences of random errors gj, if g for j ¼ 1, 2, are serially uncorrelated, and eif g is another

sequence of serially uncorrelated random errors that is also mutually uncorrelated with the previ-
ous two sequences. The matrix representation of model (9)-(11) becomes

y ¼ sþ g1
g2

	 

(12)

and

Ks ¼ e (13)

Then, an application of GLS produces the BLUE of the vector of trends, that can be expressed as

ŝ1
ŝ2

	 

¼ IN1 0

0 IN2

	 

þ k1IN1 0

0 k2IN2

	 

K0K

� ��1 y1
y2

	 

(14)

where INi is the Nj-dimensional identity matrix and kj ¼ r2j =r
2
0, for j¼ 1, 2. The matrices Ki are of

size Nj � 2ð Þ � Nj for j ¼ 1, 2 and they have the same shape as matrix K: In fact, we have that

K ¼
K1 0
k1 k2
0 K2

0
@

1
A (15)

COMMUNICATIONS IN STATISTICS - SIMULATION AND COMPUTATIONVR 5



with k1 ¼ 02�ðN1�2Þ
1 �2
0 1

	 

and k2 ¼ 1 0

�2 1
02�ðN2�2Þ

	 

, with k1 being of size 2� N1 and

k2 being of size 2� N2:
The BLUE given by (14) is also be called predictor, since we are in fact estimating the realiza-

tion of a random vector rather than a vector of constants (a justification for the use of GLS in
this context was presented by Guerrero 2007). In addition, the variance-covariance matrix of the
GLS estimator is given by

C ¼ Var ŝð Þ ¼ r�2
1 IN1 0
0 r�2

2 IN2

	 

þ r�2

0
K�1K1 þ k�1k1 k�1k2

k�2k1 K�2K2 þ k�2k2

	 
� ��1

(16)

and unbiased estimators of the error variances are given by r̂2
0 ¼ RSS

N�2 and r̂2
j ¼ kjr̂

2
0 for j ¼

1, 2, with RSS the Residual Sum of Squares (see Guerrero and Silva 2015 for more details).
To be able to apply (14) - (16) values for k1 and k2 must be provided, as well as the cutoff

point N1: The smoothing parameters will be chosen by applying the controlled smoothing
approach proposed by Guerrero (2007), which is based on measuring the relative precision attrib-
utable to the smoothness specification, that is, the second equation of model (13). To this end we
should notice that the total precision accomplished by estimating the trend is the inverse of the
variance-covariance matrix given by (16), that is, it is provided by C�1: Therefore, the amount of

smoothness to be attained globally by the trend for the unsegmented time series is S ¼
1� tr IN þ kK �K

� ��1
=N: This index is a reparameterization of the well-known statistic called

degrees of freedom (df), which is reported by CSmoothing.
We now measure the precision share for each segment by means of the following indices

Sj k1, k2;Nð Þ ¼
tr Bj, k IN þ B1 þ B2ð Þ�1
h i

N
(17)

for j¼ 1, 2 that quantify the smoothness attained by smoothing segment j of data, where

B1, k ¼ B1B
�1
0 ¼ N1

N
k1

N
N1

K�1K1 þ k�1k1

	 

k2k1

0k2

k1k2
0k1 k2k2

0k2

2
64

3
75 (18)

B2, k ¼ B2B
�1
0 ¼ N2

N

k1k1
0k1 k2k1

0k2

k1k2
0k1 k2

N
N2

K�2K2 þ k�2k2

	 
2
4

3
5: (19)

Thus, when assigning the values of the indices Sj k1, k2;Nð Þ for j ¼ 1, 2, or likewise, the per-
centages of smoothness (obtained by multiplying the indices by 100), the smoothing parameters
are obtained by solving expression (14) numerically for k1 and k2:

The cutoff points could be chosen using the search procedure suggested by Guerrero and Silva
(2015). To do that, we first decide the amount of smoothness to be attained globally by the trend.
Then, we choose the percentage of smoothness for the first segment, keeping in mind that the
higher the data variability, the more smoothness will be required for the trend. Finally,
the smoothness for the second segment gets fixed by means of S2 ¼ ðNS� N1S1Þ=ðN � N1Þ and
the optimal cutoff point is the value of N1 that minimizes the estimated error variance r20: In
practice, there is no guarantee that such cutoff point exists, and when this happens, the segmenta-
tion can be deemed to be appropriate in a statistical sense. However, the conditions of the appli-
cation may lead to an exogenous selection of the cutoff point, as is the case in the application
shown here, where two cutoff points are chosen based on subject matter knowledge. Another
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possibility is to take into account the proposal suggested by Killick and Eckley (2014) for seeking
variance changes in time series.

4. Obtaining numerical results

CSmoothing has two alternatives for analyzing data sets. The first one is to employ those taken
from the HMD, consisting of 4,762 period life tables, and the second one is for other kind of
time series imported by the analyst. When data sets from HMD are used, there are also three
alternatives: Comparing by Country (not more than 3), Comparing by sex (Female, Male, Total)
and Comparing by Years (according to the available dates for every country). The available mor-
tality data sets from HMD can be listed by clicking on the upper right corner button of
CSmoothing called "See Data". As a matter of fact, they are illustrated in the Appendix’s Table.
Meanwhile, when data sets are provided by the analyst the format should be a CSV file with only
two columns. The first with increasing and equally spaced ages (0, 1, 2, … ), and the second one
for specific mortality rates (qx or log(qx)).

In all cases, it is possible to download data and estimates into a CSV or Excel file. That file
contains both the original and the estimated time series, the upper and lower bounds as well as
the smoothing parameters, in accordance with the options imposed by the analyst. A sample sheet
of a downloaded Excel data is displayed in Figure 1. CSmoothing can be used with different kinds
of time series data. Here the analyst can upload her/his own data and explore controlled smooth-
ing with or without segmentation. There are no limitations regarding the size of the time series,
nor its periodicity. However, for the time series to be analyzed no missing values are allowed and
just one time series can be analyzed at once.

When CSmoothing is employed, it should be remembered that looking for a minimum stand-
ard error is a key statistical idea, but also the resulting trend estimate should make sense in the
corresponding field of study. As a basic rule, greater variance in the data implies that a larger
smoothness index is required. Finally, it could be necessary to try several choices of k values in
order to decide which one provides the best estimate. If the uploaded data corresponds to log(qx)
with its ages (x), then the life expectancy is estimated with its interval (see Figure 2) and the
results could be compared with those coming from the HMD.

To facilitate the use of CSmoothing for studying log mortality rates, log(qx), we have coded
initial values for the smoothing parameters and cutoff points to achieve the suggested 75% global

Figure 1. Data exported after using CSmoothing.
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smoothness index. They are as follows: a) for one segment k1 ¼ 5.6 (no cutoff point is required);
b) for two segments k1 ¼ 29.5, k2 ¼ 3.9 and cutoff point x¼ 25; c) for three segments k1 ¼ 25.4,
k2 ¼ 5, k3 ¼ 3, cutoff points x¼ 20 and x¼ 65. It should be noted that these are just a reference
values recommended by the authors, but they can be changed according to the analyst criterion.

There are two ways to execute CSmoothing. The first one is to access it directly at https://ana-
huac.shinyapps.io/CSmoothing/. The second alternative could be to upload the software to any
personal computer with RStudio installed and upload the following files into the same directory
where CSmoothing is going to be run: the selected HMD sets (mortalitydata_1x1_2021-10-
19.RDS), as well as the code (Silvaetal.R). Both of them are available online at http://shorturl.at/
loHM6 Then open the R file and just click the “Run App” button in RStudio.

In accordance with information provided by shinyapps.io, where CSmoothing was published, a
default configuration for a single web-tool allows 150 simultaneous connections. For CSmoothing
we have done tests with up to 50 concurrent users (university students), and it does not present
any performance problems. It is worth mentioning that to overcome the potential risk of online
ineffectiveness, we have developed the second alternative for employing it.

4.1. Comparing by country

In this example three scandinavian countries were selected (Finland, Norway and Sweden) to
compare their total mortality rates at the end of the First World War in 1918. It should be
remember e d that Finland declared its independence in 1917. Although they already had a long
tradition to produce good vital statistics, smoothing still seems necessary (see Figure 3). In order
to produce the trends, let us consider standard deviation (sd) equal to 0, that implies just to esti-
mate the trends without any sd intervals, one segment and k1 � 0. The oldest and most recent
common years for all of them are 1878 and 2020 respectively. Note that for a fast knowledge of
this, it is enough to click again the "See Data" button, where the period of time available for every
country can also be identified, something equivalent to Barbieri et al. (2015).

Now a global smoothness index 100S% ¼ 75% is imposed as it is suggested by Guerrero and
Silva (2015) so that the three trends are comparable (see Figure 4). Thereby, k1 ¼ 5.6 and the esti-
mated standard error of the trend r2 were as follows: 0.0302 (Finland); 0.0366 (Norway) and 0.0372
(Sweden). It is possible to say that the mortality trends for Norway and Sweden were very similar.
In fact, the most substantive differences appear around the child mortality. It is clear that Finland
had higher mortality for all ages except around the hump. This conclusion could have been obtained

Figure 2. Tab to upload data.
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without smoothing the data, however to summarize the mortality level it is preferable to use an indi-
cator such as the life expectancy with smoothed and comparable mortality rates.

The estimated life expectancies depend on the smoothness attained, the number of segments
and their intervals on the sd chosen. In summary, the life expectancies for one segment (esti-
mated intervals with ±2 sd) were the following: Finland 44.37 (42.42, 46.30), Norway 52.73
(50.61, 54.81) and Sweden 52.03 (49.88, 54.14). The estimates taken directly from the HMD are:
Finland 43.66, Norway 52.06 and Sweden 51.36, all these figures are contained in our estimated
intervals. It could be shown that employing an automatic criterion, for instance cross-validation,
through the smooth.Pspline (Ramsey and Ripley 2017), the k1 value is different for each country
and as a consequence the resulting trends are not comparable. Further, the segmentation could
be justified in statistical terms because the estimated error variance r2 is reduced and also because
the estimate makes demographic sense. Based on exogenous information, the first and second
selected cutoff points are x¼ 20 and x¼ 65 (see Figure 5).

It should be noticed that with three segments, the estimated error is reduced for all trends. Now
they are 0.0276 (Finland); 0.0328 (Norway) and 0.0327 (Sweden), while the global smoothness index

Figure 3. Comparing three scandinavian countries.

Figure 4. Comparing three scandinavian countries with 100S% ¼ 75% and one segment.
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remains as 100S% ¼ 75%. The smoothing parameters and their induced smoothness are k1 ¼ 25.4
(S1 ¼ 0.8214), k2 ¼ 5 (S2 ¼ 0.75) and k3 ¼ 3 (S3 ¼ 0.6950). Likewise, the corresponding life expect-
ancies are Finland 44.88 (42.26, 47.35), Norway 53.17 (50.75, 55.45) and Sweden 52.44 (50.00, 54.74).
The estimates coming from the HMD belong to the estimated intervals.

4.2. Comparing by sex

In this exercise we compare the Japan mortality level by sex after the Second World War in 1947.
First, it can be appreciated that the mortality rates by sex seem similar until about age 20 as well
as beyond 90 years of age and over (see Figure 6). Again, the global smoothness index is fixed in
100S% ¼ 75%. This way we get k1 ¼ 5.6 and the standard errors are 0.0299 (Females), 0.0317
(Males) and 0.0304 (Total) respectively. It is possible to estimate the life expectancy with just one
segment, nevertheless smoothing could be enhanced if segmentation is applied. Sometimes using
two segments is enough to reduce the standard errors as it happens in this example.

Figure 5. Comparing three Scandinavian countries with 100S% ¼ 75% and three segments.

Figure 6. Comparing Japan mortality curves by sex, 1947 with 100S% ¼ 75% and one segment.
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For this case, using two segments serves to reduce the standard error of the estimated trend
and produces a result that makes demographic sense. In order to get that, one possibility is to fix
the cutoff point in x¼ 25 (approximately half of the male life expectancy). Then, the global
smoothness index remains in the same level, that is 100S% ¼ 75%, and with the parameters k1 ¼
29.5 (S1 ¼ 0.8050) and k2 ¼ 3.9 (S2 ¼ 0.7350). So, given this segmentation the standard errors
decrease and they are 0.0283 (Female), 0.0287 (Male) and 0.0281 (Total). The corresponding esti-
mates of life expectancy at birth with their intervals by sex are 55.19 (52.89, 57.32), 51.53 (49.23,
53.64) and 53.34 (51.07, 55.43) respectively.4

4.3. Comparing by years

In this application we analyze the Denmark case for the last three years: 2018, 2019 and 2020, where
the aim is to identify changes in life expectancy by sex. We want to dimension the impact by direct
and/or indirect deaths happened amid the COVID-19 pandemic in 2020 to be of major concern. A
summary indicator of mortality such as the life expectancy at birth is useful to that end. As a matter
of fact, it could be possible to do that for every country once the data are available, see for instance
the approach made by Andrasfay and Goldman (2021; Figure 7). So, the global smoothness index
chosen is 100S% ¼ 75% that corresponds to the smoothing parameter k1 ¼ 5.6, then the point indi-
cator is estimated with two standard deviations by sex (see Table 1).

It is worth saying that life expectancies taken from HMD are very close to ours, and all those figures
are contained in our estimated intervals. If we go further, using CSmoothing we can infer what the k1
value that reproduces life expectancies is. In other words, with k1 ¼ 0.0001 - the minimun allowed in
CSmoothing - we are able to get the HMD estimates. So, it is evident that smoothing is required to esti-
mate an underlying trend (approximating mortality curves) and with them the life expectancies.

According to Figure 8, the total mortality seems very similar for the three years, with greater
variability found for the children’s data; likewise, there is a little increase of mortality among peo-
ple aged 20 and 30 years old in 2020. Something similar occurs with the male mortality trend,
however there are several outliers that are ignored in order to get the estimated trends. For
female data it is notorious the high mortality around people aged 10 and 20 years old in 2020.
Overall, opposite to what was expected in many countries amid the COVID-19 pandemic, the life
expectancies by sex have had a little increase in Denmark in 2020. The increases were 0.16, 0.20
and 0.13 for men, women and total respectively between 2019 and 2020. It is worth mentioning
that our results are in line with those taken from Aburto et al. (2022).

Figure 7. Comparing Japan mortality by sex with 100S% ¼ 75% and two segments.
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5. Conclusion

CSmoothing is a Web-tool for Controlled Smoothing by segments suitable for analyzing mortality
data as shown in the examples with cutoffs on selected ages. This tool can also be applied to
other types of data sets, such as economic as well as other demographic time series. In particular,
it is intended to be an easy-to-use tool for the analysis of mortality data. Some examples of the
use of CSmoothing together with the underlying model are provided. Those examples include a

Table 1. Life expectancy for Denmark with CSmoothing vs that provided by HMD, 2sd interval below with estimated standard
error of estimated trend. Note: � denotes HMD life expectancy.

Year/Sex Male Female Total

79.30 vs 79.02� 83.16 vs 82.96� 81.19 vs 80.99�
2018 (75.08, 83.46) (79.60, 86.68) (79.89, 82.48)

0.3583 0.3236 0.1119
79.65 vs 79.44� 83.58 vs 83.42� 81.60 vs 81.43�

2019 (76.57, 82.69) (82.15, 85.02) (80.39, 82.80)
0.2597 0.1327 0.1042

79.81 vs 79.58� 83.78 vs 83.51� 81.73 vs 81.55�
2020 (75.49, 84.03) (79.89, 87.67) (80.30, 83.16)

0.3659 0.3626 0.1252

Figure 8. Comparing Danish mortality by years with 100S% ¼ 75%. Top: Male, Middle: Female, Down: Total.
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short interpretation of results from both a demographic and a statistical perspective. When
smoothing by segments, the application allows users to produce estimates with the HMD or
upload their own data, and then easily generate smoothed curves with exploratory character. The
analyst may choose and control the degree of smoothness employing to that end an appropri-
ate index.

Appendix

Table A1. Available data sets by country and years in CSmoothing from HMD.

Number Country (CODE) From To Total

1 Australia (AUS) 1921 2018 98
2 Austria (AUT) 1947 2019 73
3 Belarus (BLR) 1959 2018 60
4 Belgium (BEL) 1841 2020 180
5 Bulgaria (BGR) 1947 2017 71
6 Canada (CAN) 1921 2019 99
7 Chile (CHL) 1992 2017 26
8 Croatia (HRV) 2001 2019 19
9 Czechia (CZE) 1950 2019 70
10 Denmark (DNK) 1835 2020 186
11 Estonia (EST) 1959 2019 61
12 Finland (FIN) 1878 2020 143
13 France total population (FRATNP) 1816 2018 203
14 France civilian population (FRACNP) 1816 2018 203
15 Germany total population (DEUTNP) 1990 2017 28
16 East Germany (DEUTE) 1956 2017 62
17 West Germany (DEUTW) 1956 2017 62
18 Greece (GRC) 1981 2017 37
19 Hungary (HUN) 1950 2017 68
20 Iceland (ISL) 1838 2018 181
21 Ireland (IRL) 1950 2017 68
22 Northern Ireland (GBR NIR) 1922 2018 97
23 Israel (ISR) 1983 2016 34
24 Italy (ITA) 1872 2018 147
25 Japan (JPN) 1947 2019 73
26 Latvia (LVA) 1959 2019 61
27 Lithuania (LTU) 1959 2019 61
28 Luxembourg (LUX) 1960 2019 60
29 Netherlands (NLD) 1850 2019 170
30 New Zealand total population (NZL NP) 1948 2013 66
31 New Zealand Maori (NZL MA) 1948 2008 61
32 New Zealand non-Maori (NZL NM) 1901 2008 108
33 Norway (NOR) 1846 2020 175
34 Poland (POL) 1958 2019 62
35 Portugal (PRT) 1940 2020 81
36 Republic of Korea (KOR) 2003 2018 16
37 Russia (RUS) 1959 2014 56
38 Scotland (GBR SCO) 1855 2018 164
39 Slovakia (SVK) 1950 2017 68
40 Slovenia (SVN) 1983 2017 35
41 Spain (ESP) 1908 2018 111
42 Sweden (SWE) 1751 2020 270
43 Switzerland (CHE) 1876 2018 143
44 United Kingdom total population (GBR NP) 1922 2018 97
45 England and Wales total population (GBR TENW) 1841 2018 178
46 England and Wales civilian population (GBR CENW) 1841 2018 178
47 Taiwan (TWN) 1970 2019 50
48 USA (USA) 1933 2019 87
49 Ukraine (UKR) 1959 2013 55
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